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Apprentissage par Transfert

&

Applications industrielles

Motivation.

Ces dernières années, des progrès considérables ont été réalisés dans la mise en œuvre de

procédures d’aide à la décision basées sur des méthodes d’apprentissage automatique grâce à

l’exploitation de très grandes bases de données et à l’utilisation d’algorithmes d’apprentissage.

Dans de nombreux environnements de recherche ou de production, les bases de données

disponibles sont rarement aussi volumineuses et la question se pose de savoir si dans ce contexte

il est raisonnable d’utiliser des méthodes d’apprentissage automatique. Cet exposé introduira

l’apprentissage par transfert qui repose sur l’exploitation de connaissances (modèles, données,..)

issues d’applications « proches » pour me�re en œuvre des modèles d’apprentissage e�icaces avec

une économie de données en utilisant des méthodes d’IA ou de statistiques. Nous présenterons

plusieurs réalisations industrielles qui utilisent avec succès ces méthodes d’apprentissage dans

des régimes où la volumétrie des données industrielles est faible, ainsi que la librairie open-source

ADAPT regroupant un large ensemble d’algorithmes de transfert développé en Python.
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Introduction The success of ML models

Data Sources & several Successes of "ML/AI" models

I Imagenet is a huge database

containing more than

14.10
6

labeled images, 10
3 categories,

available for object detection and

image classification at a large scale,

... "quite expensive" labeling e�ort.

Figure – ResNet : a Convolutional Neural Network for image classification (credit :Resnet)

Top-performing deep architectures are trained on massive amounts of labeled data.

I DeepL relied on Linguee hudge data base.

Traduction of 1 M of words in one second

I GraphCast Weather forecast
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Introduction The success of ML models

Classical framework for Supervised Machine learning

1. Input/ output (X ,Y) (Features, labels set) defined by the operational need.

Ex : X ∈ Rd
, ...Y ∈ R, ...Y ∈ {0, 1}...

2. Data set. S = {(xi , yi)}m
i=1
∼ Dm

a learning/training sample of m iid pairs.

with D an unknown joint probability distribution on the product space X ⊗ Y

3. Model H = {hθ|hθ : X → Y} a hypothesis class, θ parameter

classifiers or regressors depending on the nature of Y .

4. Loss function `(y, hθ(x)) providing a cost of hθ(x) deviating form the true output y ∈ Y .

The best hypothesis is the one that minimizes the true risk, consequently, generalizes well :

RD
`(hθ) = E

(x,y)∼D
[`(hθ(x), y)]

The goal of learner consists of finding a good hypothesis function hθ ∈ H that captures in the

best way possible the relationship between X and Y .

hθopt
= arg min

hθ
RD

`(hθ)

In pratice : Empirical risk, large training sample, regularization, sparsity,...
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Introduction ML in industry

Industrial needs

.

towards Transfer Learning
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Introduction ML in industry

Motivation 1. ML for Automatic Elderly fall detection.

Objective.

The Tarke� Floor in motion application tends to detect

automatically falls based on sensor information and

then trigger an alarm if necessary.

From a first Proof Of Concept (POC) to deployment :

1. Data. As it is not possible to gather large data base with falls of elderly people, a first

supervised data base is created with young volunteers containing fall / no fall events.

2. Predictive models. POC to choose and evaluate the performance of a ML model to detect fall

on previous data (performances? true detection, false alarm...).

3. Transfer learning. How to transfer the previous model for elderly care...to a new population

given few labeled data?

4. Budgeted learning. ... and what about in a real environment...

[Minvielle et al., 2017], [Minvielle et al., 2019], [Mounir et al., 2021]
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Introduction ML in industry

Motivation 2. ML for Automatic tire wear detection

AI IdF 2019 Challenge organized by the IDAML chair

in collaboration with Michelin

Industrial objectives :
Design an application for the

1/ detection and localization in an image

of a "new generation" wear indicator

2/ Estimation of the wear level

Data base : 1000 tire images with

-various tire views,

-di�erent lighting conditions,

-with and without wear indicator (4 levels).

Learning : 500 labeled examples

(tire images, wear indicator, boundingbox posiiton)

Blind Evaluation : 500 labeled images.
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Introduction ML in industry

Motivation 3. ML for Product Design.

Industrial application in collaboration with Michelin, EDF

I New products are regularly manufactured with a long and costly development.

I Relative small data sets are gathered during the development of products as characteristics

(color, shape, weight...) and performances.

Is-it possible to predict the performances of a new tire line

given data previously gathered from other lines ?

[Richard et al., 2021], [de Mathelin et al., 2021]
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Introduction ML in industry

Machine Learning in the industry

Main observations :

I O�en small, moderate, evolving database. Ex. manufacturing process.

I Few or not labeled data. Ex. Few production defaults.

I labeled-data is o�en di�icult and time-consuming to acquire.

Ex. Experimental design to help selecting costly observation outputs.

I In many real-world applications, historical (training) data and newly collected (test) data

may o�en exhibit di�erent statistical characteristics.

I In many ML scenarios, training and test samples are supposed to be generated by the same

(unknown) probability distribution.

I Needs for monitoring and diagnosis based on machine learning (ML) .

I Makes sense to re-use knowledge gained form related but distinct datasets.

Need of Transfer Learning, domain adaptation, few shot learning...

Transfer learning : the model can be pre-trained on data from a specific domain and then adapted

to meet needs of a given task.

Mathilde Mougeot Apprentissage par Transfert & Applications industrielles PhiMeca workshop IA vs Stats. 9 / 35



Introduction ML in industry

Transfer Learning in industry.

Outline

1. Introduction

The success of ML models

ML in industry

2. Transfer learning & Domain adaptation

Framework

Model-based TL

Feature-based TL

Theoretical setup

Instance-based TL.

The covariate shi� assumption Covariate & Theoretical guarantees

3. Mixing strategies

4. The Open access Adapt library
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Transfer learning & Domain adaptation

Transfer learning

&

Domain Adaptation
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Transfer learning & Domain adaptation

Transfer learning in industry.

1. Introduction

The success of ML models

ML in industry

2. Transfer learning & Domain adaptation

Framework

Model-based TL

Feature-based TL

Theoretical setup

Instance-based TL.

The covariate shi� assumption Covariate & Theoretical guarantees

3. Mixing strategies

4. The Open access Adapt library
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Transfer learning & Domain adaptation Framework

The Transfer learning framework

I Data collections : Source & Target
1. Source data S .

XS ⊗ YS the source input and output spaces associated with S
SX the marginal distribution of XS , tS the source learning task

2. Target data T
XT ⊗ YT the Target input and output spaces associated with T
TX the marginal distribution of XT , tT the Target learning task

∆ Source and Target data are not drawn from the same distribution.

I Focus on the Target Risk. RT `(h) = E[`(h(x), y)]
(x,y)∼T

with ` the loss function.

I Supervised data or calibrated Model available for the source domain (enough data).

Transfer learning aims to improve the learning of the target predictive function :

fT : XT → YT for tT using knowledge gained from S where S 6= T

S 6= T (joint distributions) implies several cases :

• SX 6= TX i.e. XS 6= XT (spaces) or SX (X) 6= TX (X) (laws) or

• tX 6= tT (i.e. YS 6= YT (target task) or S(Y/X) 6= T (Y/X) (conditional law)

... Seems to be a hard problem...

Success stories ?... Theoretical guaranties ? Assumptions?, Negative transfer ? ....

Answers to the industrial partners.... open source algorithms...
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Transfer learning & Domain adaptation Framework

Illustration of the Need of Transfer for Learning Machine

Transfer learning aims at providing ML models with a good generalization capability on a Target

domain ( same domains, di�erent domains).

Target domain (ex I).

Same Domain {X , P(X)} &

task T = {Y, P(Y |X)}.

Figure – High Prediction capability.

Target domain (ex II).

Di�erent Domain & same task.

Figure – Low Prediction capability.

P(x, y) = P(y/x) * P(x)
Joint distribution

di�erences concept shi� covariate-shit
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Transfer learning & Domain adaptation Framework

Transfer Learning & Domain adaptation Methods

Several approaches to transfer knowledge from Source to Target domain.

I Model-based. Transfer the model parameters learnt on the source data to the target model.

- Train model available, not necessary the source data- .

I Feature-based. Find a new representation space to bring feature spaces closer.

-Source and Target Input data available-.

I Instance-based. Re-weight the source samples to bring the distributions closer.

-Source and Target Input data available-.

Theoretical guarantees ?

For exemple on the Target Risk given the source risk.

Exemples of Industrial needs and success stories.

I Model-based : Image based tire wear estimation based on Deep architecture (Michelin)

(Resnet...), Automatic fall detection based on decision trees/ RF (Tarke�).

I Feature-based : Domain adversarial neural networks (EDF, Michelin)

I Instance-based : Multi-source domain adaptations for Product design (Michelin) or

Electricity prediction (EDF)
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Transfer learning & Domain adaptation Model-based TL

Transfer learning

Model-based
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Transfer learning & Domain adaptation Model-based TL

Model-based Transfer learning. Ex1 : deep NN

Industrial Image classification

Automatic tire wear detection, IdF AI Challenge, 2019. Data base :

1000 tire images with various tire views, di�erent lighting conditions, with and

without wear indicator.

500 images for learning/ 500 images for a blind evaluation.

Two following questions were addressed :

1/ detection and localization in an image of a "new generation" wear indicator

2/ Estimation of the wear level

Development based on Transfer learning

Poor performances obtained with trained model using only the tire data base (20%).

A source pre-trained model (RetinaNet, Yolo...) is used by the candidates (final perf 85%).

Figure – Pre-trained model, first frozen weights (credit learnopencv.com)
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Transfer learning & Domain adaptation Model-based TL

Automatic fall detection. Features and data

Objective.

The Floor in motion application tends to de-

tect automatically falls based on sensor in-

formation and then trigger an alarm if ne-

cessary.

Ludovic Minvielle et al. 2020

Mathilde Mougeot Apprentissage par Transfert & Applications industrielles PhiMeca workshop IA vs Stats. 17 / 35



Transfer learning & Domain adaptation Model-based TL

Automatic fall detection. The ML model.

Ludovic Minvielle et al. 2020
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Transfer learning & Domain adaptation Model-based TL

Model-based Transfer learning for decision trees

Fall detection. Strong benefits for transfering knowledge from Source to Target :

Segev et al. 2017.

SER : Structure Expansion and Reduction

• Idea : train on source domain, extend on target

domain the actives nodes, then cut the inactives

edges.

SER has to be adapted to take into account class

imbalance (few falls) with conditional reduction

[Minvielle et al., 2019]

• Idea : preserve nodes from minority class
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Transfer learning & Domain adaptation Feature-based TL

Transfer learning

Feature-based
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Transfer learning & Domain adaptation Feature-based TL

Feature-based TL.

Deep network to confuse source and target input feature data...

Domain Adversarial Neural Networks. [Ganin and Lempitsky, 2015].

Figure – credit [Ganin and Lempitsky, 2015].

DANN : A neural net architecture and an optimization process to solve both

1. Supervised Task based on Source data to learn the model using an iid sample

{(x1, y1), ..., (xn, yn)} ∼ (P(X ,Y))n
, ĥ = arg minh∈H

∑n
i=1

`(h(xi), yi)

2. Unsupervised Domain Adaptation using Source and Target inputs

to minimize a distance characterizing the domain divergence.
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Transfer learning & Domain adaptation Feature-based TL

Feature-based TL.

Domain Adversarial Neural Networks.

[Ganin and Lempitsky, 2015]

Source obs i : (xi , yi , di = 0)
Label obs i : (xi , di = 1)
Ly / Ld : label/ domain loss.

Optimization criteria :

E(θf ; θy , θd )

=
∑

i=1...N
di =0

Ly (Gy (Gf (xi ; θf ); θy ), yi)

−λ
∑

i=1...N
Ld (Gd (Gf (xi ; θf ); θd ), di)

The backpropagation optimisation procedure

aims to compute the parameters

(θf ; θy , θd ) such that

(θ̂f ; θ̂y ) = arg min
θf ,θy

E(θf ; θy , θ̂d )

(θ̂d ) = arg max
θd

E(θ̂f ; θ̂y , θd )

Stochastic updates with learning rate µ

θf ← θf − µ[
∂Li

y
∂θf
− λ

∂Li
d

∂θf
]

θy ← θy − µ
∂Li

y
∂θy

θd ← θd − µ
∂Li

d
∂θd
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Transfer learning & Domain adaptation Feature-based TL

Theoretical setup for domain adaptation

BenDavid et al. introduced in 2006 theH-divergence for 01 loss function, in the se�ing of binary

classification (`01(h(x), y) = 1 if h(x) = y ; otherwise 0 )

I Given two domain distributions DX
S and DX

T over X, and a hypothesis classH,

theH-divergence between DX
S and DX

T for classification is defined by :

dH(DX
S ,DX

T ) = 2 sup
h∈H

∣∣∣∣∣ Pr
x∼DX

S

[h(x) = 1]− Pr
x∼DX

T

[h(x) = 1]

∣∣∣∣∣
I TheH-divergence relies on the capacity of the hypothesis classH to distinguish between

examples generated by DX
S from examples generated by DX

T .

Figure – Divergence/discrepancy illustration with linear classifiers. [Richard et al., 2021]
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Transfer learning & Domain adaptation Feature-based TL

Theoretical setup for domain adaptation

The discrepancy introduced by Ben David et al. 2007, Mansour et al. 2009 measures the

availability to discriminate between Source and Target input features distribution.

I Considering two labeling functions f , g and the symmetric loss ` over pairs of labels which

obeys the triangle inequality.

The expected loss over any marginal distributionQ is defined by :

LQ(f , g) = EQ(`(f (X), g(X)))

I Consider a hypothesis classH and

the marginal distributions S on source domain and T on target domain,

the discrepancy distance between these two is defined as :

discH,L(S, T) = sup
h,h′∈H

∣∣LS(h, h′)− LT (h, h′)
∣∣
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Transfer learning & Domain adaptation Feature-based TL

Domain adaptation bound

Mansour et al. 2009 established a bound for the Target risk using the discrepancy :

RT (h) ≤ RS(h, h∗S ) + discH,`(S, T) + λ

where

RQ(h) = EQ(`(h(X),Y)),

RQ(h, h′) = LQ(h, h′) = EQ(`(h(x), h′(x))), h, h′ ∈ H

h∗S = argminh∈H RS(h), h∗T = argminh∈H RT (h),

ideal hypothesis for Source and Target domain.

λ = RS(h∗T ) + LT (h∗S , h
∗
T )

Comments

I First term : source risk, can be minimized with source labels

I Second term : discrepancy between domains→ to minimize !

I Third term : risk of the ideal hypothesis on the source and target samples. Assumed to be

small and not controlled in unsupervised DA.
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Transfer learning & Domain adaptation Feature-based TL

Adversarial Hypothesis Discrepancy Minimization

Algorithm

1. Lh = RS updates h to minimize the source loss

2. Lh′ = −HDisc updates h′ to maximize discrepancy

3. Lθ = HDisc + RS updates φθ to minimize discrepancy and source loss

Figure – Adversarial Hypothesis Discrepancy Minimization (AHDM) using Neural Networks

Adversarial Objective : min
h∈H

maxh′∈H RS(h) + |LS(h, h′)− LT(h, h′)|

minφθ,h∈HZ max
h′∈HZ

RS(h ◦ φθ, yS) + |RT(h ◦ φθ, h′ ◦ φθ)− RS(h ◦ φθ, h′ ◦ φθ)|

Mathilde Mougeot Apprentissage par Transfert & Applications industrielles PhiMeca workshop IA vs Stats. 26 / 35



Transfer learning & Domain adaptation Instance-based TL.

Transfer learning

Instance-based
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Transfer learning & Domain adaptation Instance-based TL.

Instance-based TL.

The risk computed on the Target may be related to the risk on the Source domain.

R`T (h) = E
(x,y)∼T

`(h(x), y) =
∫

(x,y)∈X×Y
T (x, y) `(h(x), y)dxdy

=

∫
(x,y)∈X×Y

T (x,y)
S(x,y)

S(x, y)`(h(x), y)dxdy

=

= E
(x,y)∼S

[
w(x, y)`(h(x), y)

]
= E

(x,y)∼S

[TX (x)T (y/x)
SX (x)S(y/x)

`(h(x), y)
]

Rem : The support of TX is contained in the support of SX , S(x, y) > 0.
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Transfer learning & Domain adaptation Instance-based TL.

Instance-based TL.

The covariate shi� assumption. The predictive dependency remains unchanged between Source

and Target while the marginal distributions change.

Covariate shi� assumption
{
S(Y/X) = T (Y/X)
TX(X) 6= SX(X)

R`T (h) = E
(x,y)∼T

`(h(x), y)

=

= E
(x,y)∼S

[TX (x)T (y/x)
SX (x)S(y/x)

]
`(h(x), y)

=

= E
(x,y)∼S

[ TX (x)
SX (x)

]
`(h(x), y)
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Transfer learning & Domain adaptation Instance-based TL.

Mixing strategies
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Mixing strategies

Mixing strategies

Unsupervised Multi-source domain adaptation for regression

Application : Non intrusive load monitoring. From the house consumption, estimation of the

consumption of an appliance over a period of time.

Figure – Water heater consumption estimation : input is the whole consumption (gray curve 2s sampling),

variable to predict is the whole Water Heater consumption, y ∈ R (green area)
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Mixing strategies

Adaptation with Multiple Sources

Unsupervised Multi-source Domain Adaptation.

[Richard et al., 2021]

I K independent source domains Dk such that Dk = {Xk , fk} where Xk is the input data with

associated marginal distribution Xk ∼ pk and fk the true labeling function of the domain

(fk : X → Y)

I A target domain Dt = {Xt , ft} with Xt ∼ pt .

I A labeled source sample Sk = {x i
k , y

i
k} of size m with an associated empirical probability p̂k

and y i
k ∈ Y . Similarly, we consider a unlabeled target sample St = {xt} of size n with an

associated empirical probability of p̂t .

How to mix sources ?

We introduce the α-weighted source domain Dα = {pα, fα} such that :

I α ∈ ∆ = {α ∈ RK ;αk ≥ 0,

∑K
k=1

αk = 1}
I pα =

∑K
k=1

αkpk

I fα : x → (
∑K

k=1
αkpk(x)fk(x))/(

∑K
j=1

αjpj(x))

[Richard et al., 2021], theoretical guarantees.
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Mixing strategies

Adversarial Learning with HDisc.

Benefits to mix the sources. Application to NILM.

At a given iteration,

four losses are minimized sequentially :

1. Lh = αkεk updates h to minimize the source

loss

2. Lh′ = −HDisc updates h′ to maximize

discrepancy

3. Lθ = HDisc +
∑K

k=1
αkεk updates φθ to

minimize discrepancy and source loss

4. Lα = HDisc + λ||α||2 updates α to minimize

the discrepancy between α-weighted domain

and target domain

Table – Average Mean Absolute Error (kWh) over 5 runs for each method and house

Method TCN DANN CORAL AHDM MDAN AMSHDM Whole
(1 source) (1 source) (1 source) (1 source) (7 sources) (7 sources) cons.

electricdata12 4.78 4.87 4.51 4.38 5.28 4.11 16.45

electricdata14 5.62 5.98 4.89 4.82 6.39 4.76 14.02

electricdata11 3.12 3.28 2.68 2.71 2.88 2.31 8.55

electricdata19 1.89 1.97 1.79 1.73 1.92 1.67 7.12

electricdata21 3.46 3.32 2.95 2.93 3.62 2.77 6.10

electricdata5 1.90 2.05 1.79 1.81 1.86 1.80 4.16

electricdata9 2.29 1.96 1.60 1.87 2.30 1.42 3.90

electricdata22 2.12 1.99 1.79 1.87 2.04 1.74 3.72
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The Open access Adapt library

From Theory to Practice : The Adapt library

ML Feedbacks in Industry :

I labeled-data is o�en di�icult and

time-consuming to acquire

I Makes sense to re-use knowledge gained

form related but distinct datasets.

I Transfer learning : the model can be

pre-trained on data from a specific domain

and then adapted to meet needs of a given

task.

I Development of the Adapt library :

[de Mathelin et al., 2022],

Mathilde Mougeot Apprentissage par Transfert & Applications industrielles PhiMeca workshop IA vs Stats. 33 / 35



The Open access Adapt library

a joint work on Transfer Learning

thanks to the Industrial Data Analytics and Machine Learning chair

with

I Mounir Atiq, Transfer learning for fall detection, Tarket & IDAML, Centre Borelli (2018-2022)

I Antoine de Mathelin, Transfer learning in hybrid models for engineering design, Michelin & IDAML,

Centre Borelli (2020-.)

I Ludovic Minvielle, Transfer learning for fall detection, Tarket & IDAML, Centre Borelli (2017-2020)

I Sergio Peignier, Transfer learning, IDAML & Centre Borelli (2018)

I Guillaume Richard, Transfer learning for Temporal data, EDF & Centre Borelli (2018-2021)

I Nicolas Vayatis, Director Centre Borelli, ENS-Paris-Saclay,

I Industrial partners : Michelin - François Deheeger, EDF -Georges Hébrail, SNCF, Tarke�....

Motivations / Transfer methods / Applications & Numerical results / packages

Thank you !
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